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Abstract — Handwritten digits recognition being a challengmgblem is area of research in recent years. Theranany concern
areas of this problem including identifying chequembers and recognizing number plates of vehidies. present study design a
multi - layer neural networks to identify hand weit images from 0 to 9. The digits are identifiedl &xtracted using image
processing techniques like image enhancement gedtalcognition. Recognized digit converted irbtoary form act as the input to
the network. The network is then trained using gnatddescent and backpropagation training algoritbridentify the digits. The
experimental results have shown that the propogstds can predicts the digits with 96.5% accuraoge properly trained
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1. INTRODUCTION

A neural network is a series of algorithm that rafiés to

recognize underlying relationships in a set of ddi@ugh a

process that mimics the way the human brain operddeural

networks can adapt to changing input so the netwgerkerates
the best possible result without needing a redettignoutput

criteria. Neural networks was widely used in 8Q'sl @arly 90's

but diminished in late 90’s. Recently it is widelged and one of
the most famous algorithm.

In this study ,system is designed for predictinghdwaritten

digits. Image should be of certain size and forriiae image is
then edited then features are extracted to workupalti level

neural network. This is already used in automaifocessing of
bank cheques , postal addresses, number plateshidles. A

wide range of researches has been performed oMNikST

database to explore the strength and weakness eofb#st
recommended methodology. The best approach tdl dises the
training accuracy of 99.81% by Convolution NeuratiMork for
feature extraction and used RBF network model fedjgtion of
the handwritten digits. Research was extended aic@dia
University for predicting handwritten digits. 99%7accuracy
was found on data set by preprocessing of dataviexican hat
wavelet transformation technique. This accuracjesser from
the earlier one where the data was not preproceasddthe
architecture was same.

2. RELATED WORK

Calin et. al [9] proposed a neural computing method for

recognizing handwritten digits. A framework was gmeted by
them to classify handwritten digits, and the cléssiion was
performed using Convolutional Neural network. Wihiginal

NIST dataset, it provided 96.74% accuracy, and Withimages
that are without background it provided 96.56% aacy.

Dewi et. al[8] proposed a method for recognizing handwritten
Latin characters using Freeman chain code Repasamtand
Feed forward Neural network classifier. During preprocessing
stage, they used thinning method for obtaininggkeleton of a
character, which also removes any redundant infoomaas well

as it maintains the features of the image.

A wide range of researches has been performed @MtiIST
database to explore the strength and weakness eofb#st
recommended methodology. The best approach tdl gaes the
training accuracy of 99.81% by Convolution NeuratiMork for
feature extraction and used RBF network model fedjetion of
the handwritten digits [10]. Research was exterate@oncordia
University for predicting handwritten digits.

99.17% accuracy was found on data set by preprioces$ data
by Mexican hat wavelet transformation technigueisTaccuracy
is lesser from the earlier one where the data wapmeprocessed
and the architecture was same [11].

3. PROPOSED METHODOLOGY

Our neural network architecture consist of 3 lay&se input
layer with 400 units, hidden layer with 25 unitsdasutput layer
with 10 units each for one digits from 0 to 9 aswh in Fig 1.

Layers are connected to each other using weigptesented by
Wij where i and j represents the two layers whioh eonnected
by weights. In this neural network sigmoid functi@gl) is used.
This sigmoid function gives the value in the raf@4].

(1)
3.1. Image Preprocessing
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The digits are identified and extracted using imagecessing
techniques like image enhancement and object réomgn All
images needed to be converted into 20 pixels *i28Ip¢ format
to be recognized. Recognized digit converted imit@ary form
act as the input to the network. The network aedhitre is
similar to as defined in [2]. Back propagation rtiag algorithm
is used to update the weights and learn the pattéime training
algorithm concludes in two passes namely forward @averse
pass.

3.2. Input Layer

The 400 pixels extracted from each image is arrdragea single
row in the input vectoX. So the matrixXX is of size 5000x400. It
consists of the pixel values for the entire 500thdas. This
vector X is then used as the input to the input layer. Glergig
the above mentioned specifications, the input lairerthe
proposed neural network architecture consists @ A@urons,
with each neuron representing each pixel valueeator X for
the entire sample, considering each sample ata tim

3.3. Hidden Layer

As per the research conducted in the field of Heneaworks
their is no such formulae for defining the numbédrhaden
layers or numbers of units in hidden layers. Matrycture is
decided through assumption and then best onekegicp by the
test of cross validation test graph and error gr&uhafter going
through these process | have decided to chooseldemilayer
with 25 units.

3.4. Output Layer
The targets for the entire 5000 sample dataset aeamged in a
vector Y of size (5000x1). One unit will give thalwe 1 and the

rest will be 0. Therefore 10 units for each digitsn 1 to 0.
(bias =+1)

W -

N s

Ok

3

Input layer
(400 units) Output layer

(10 units)

Hidden layer (25 nodes)
Fig 1:- The neural network architecture [2]

3.5. Forward Pass
The 400 pixels was provided to the input layer Wwhig further
multiplied with the weights connecting input andidén layer
which is represented by
x; = Wijx; 2
This net input is provided to the sigmoid functieg(l) and the
output is the value of the hidden layer
0; = 9(x) 3)
The values of hidden layer is further multipliedtiwihe weights
connecting hidden and output layer which is represkby
X = W 0; (4)
This net input is provided to the sigmoid functequation(1) and
the output is the value of the output layer
Ok = g(xx) (5)
3.6. Reverse Pass
Cost function is given by this equation
Cost(hB(x),y) = —y log(he(x))— 1- y)loge(l — he(x))

(6)
If the output from the system is same as the redui then cost
will be 0 otherwise the cost will be. Therefore to reduce this
cost function we can use gradient descent but lit v& more
complex and time taking so we use Backpropagatigorithm.
The gradient value for both output and hidden layarere
calculated for updating the weights
8k = 0, (1 = 0,)(Or — Vi) (1)
5]' = 0]’(1 - Oj) 211§=1 5kVij (8)
whered, andé; are the gradients of the output layer and hidden
layer respectively.

AW, = —775k0j 9
I/"/]"‘nzzw = I/"/]'kold + AVl/]k (11)
Wijnew = Wijog + AWy (12)

where, AWjk denotes the weight updates of the weights
connecting the hidden and output layer &Wlij represents the
weight updates of the weights connecting the irgnd hidden
layer

Since Backpropagation has some bugs therefore weusa
gradient checking to monitor it.

3.7. Initializing Weights

We can initialize all our weights as 0 but it whielp in logistic
regression not here. When we back propagate alhodes will
update to all same value repeatedly. Instead of tie can
randomly initialize our weights .

3.8. Error Analysis

Start with a simple algorithm and then test withe thross
validation data. We can plot the learning curvedézide if our
model is high variance or high bias. So we can tthe
appropriate move and make the changes in out #hgari
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Fig 2:-

—

he data set images

4. DATA SET

Each training images of digits are grayscale (jig2d of size 20
pixels * 20 pixels. Each pixel is represented bffoating point
number indicating the grayscale intensity at thaation. The 20
by 20 grid of pixels is “unrolled” into a vector size 400*1. Each
of these training examples becomes a single rowun data
matrix X. This gives us a 5000 by 400 matrix X whewvery row
is a training example for a handwritten digit imadée second
part of the training set is a 5000-dimensional ee¥tthat
contains labels for the training set images.

5. RESULT

The performance of the above neural network archite was

tested on 1000 data set of 20*20 gray scale imdgess tested |

in octave under windows 8 environment on Intel i®ggssor
with 4GB RAM. The accuracy is the criteria for assment of
the performance. The accuracy rate is given by

Number of samples recognized corretly

Total Number to test samples

* 100

Training and testing was continued at the step @iz iteration
until we got the optimal accuracy as shown in Fig 3
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Fig 3: No of iteration vs. accuracy

The Accuracy is above 96.5% and highest is 99.82%e test
data in 200 iterations as shown in Fig 4. The Aacyrrate is
0.49% less than the best accuracy rate offereddié which is
99.81%.

Table 1 : Different approach with accuracy%

S. No. M ethodology Accuracy%
1. Y.Le Cun [6] 96.6%
2. Cruces et. al [7] 99%
3. Saleh et. al[5] 95%
4. MNIST Researcher [10] 99.81%
5. Mexican hat wavelet [11] 99.17%

Fig 4: The Output Screen

6. CONCLUSION

A Multilayer Neural Network was implemented to aglsl the
handwritten digit recognition problem. The proposedural
network was trained and tested on a dataset. Thkalneetwork
architecture with hidden neurons 25 and maximum bemof
iterations 200 were found to provide the optimatapaeters to
the problem. The proposed system was proved dfficigth an
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overall accuracy of 99.32%. The accuracy is nothilgbest but it
is 7% faster than other methodology.
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